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NLP tasks

• Sequence classification

• Sequence tagging

• Sequence prediction 
\ generation



Evolution of NLP models
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Encoder-Decoder with Attention

Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural machine translation by jointly learning to align and translate." arXiv preprint arXiv:1409.0473 (2014).
Wu, Yonghui, et al. "Google's neural machine translation system: Bridging the gap between human and machine translation." arXiv preprint arXiv:1609.08144 (2016).



Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems. 2017.
http://jalammar.github.io/illustrated-transformer/



Universal pre-training / self-supervised 
learning / language models

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).
http://jalammar.github.io/illustrated-bert/



Transformers zoo



Benchmarking

Wang, Alex, et al. "Glue: A multi-task benchmark and analysis platform for natural language understanding." arXiv preprint arXiv:1804.07461 (2018).
https://gluebenchmark.com/



Benchmarking

Wang, Alex, et al. "Superglue: A stickier benchmark for general-purpose language understanding systems." arXiv preprint arXiv:1905.00537 (2019).
https://super.gluebenchmark.com/



BERTology

Kovaleva, Olga, et al. "Revealing the dark secrets of bert." arXiv preprint arXiv:1908.08593 (2019).
Tenney, Ian, Dipanjan Das, and Ellie Pavlick. "Bert rediscovers the classical nlp pipeline." arXiv preprint arXiv:1905.05950 (2019).
Voita, Elena, et al. "Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the Rest Can Be Pruned." arXiv preprint arXiv:1905.09418 (2019).
Hoover, Benjamin, Hendrik Strobelt, and Sebastian Gehrmann. "exbert: A visual analysis tool to explore learned representations in transformers models." arXiv preprint arXiv:1910.05276 (2019).

Diagonals. Copy existing token vector. 
Verticals. Everyone looks at the most important tokens. 

Diagonal blur. Local information from neighbor tokens is important.

http://exbert.net/



Multilingual transfer

https://demo.deeppavlov.ai/#/mu/ner



Conversational AI

https://demo.deeppavlov.ai/#/en/textqa



Seq2Seq Math

Lample, Guillaume, and François Charton. "Deep learning for symbolic mathematics." arXiv preprint arXiv:1912.01412 (2019).



Future Conv AI research
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